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Attachment A Technical Specifications

List of Abbreviations

AC  Alternating Current
AD  Active Directory

AES  Advanced Encryption Standard

ANSI  American National Standards Institute
APl Application Programming Interface

ASN  Abstract Syntax Notation

BIOS  Basic Input/Output System

BGP Border Gateway Protocol

BMC Baseboard Management Console

BNC Bayonet Neill-Concelman

CCD Charge Coupled Device

CCMP Counter Cipher Mode with Block Chaining Message Authentication Code Protocol or CCMP (CCM
mode Protocol)

CIF  Common Image Format

CIFS  Common Internet file system

COTS Commercial Off-the-Shelf

CPU  Central Processing Unit

CRT  Cathode Ray Tube

CWDM  Coarse Wavelength Division Multi-plexing
DAT  Digital Audio Tape

DBMS  DataBase Management System (rdbms for Relational)
DPI  Dots per Inch

DS3  Digital Signal (level) 3

DVI  Digital Visual Interface

DVR Digital Video Recorder

DWDM  Dense Wavelength Division Multi-plexing
EAP Extensible Authentication Protocol

EIA  Electronic Industries Association

EPEAT Electronic Product Environmental Assessment Tool
EPO Emergency Power Off

FCoE  Fibre Channel over Ethernet

FDR  Fourteen Data Rate

FIPS Federal Information Processing Standards
FIT Frame Interline Transfer

FT Frame Transfer

GByte Gigabyte

GDE Gigabit Ethernet (GbE or 1 GigE)

GHz — Gigahertz, 10° Hz

GIS  Geographic Information System

GPFS  General Parallel File System

GPS  Global Positioning System

GPU  Graphics Processing Unit

GTC Generic Token Card

GUI  Graphical User Interface

HDMI High Definition Multi-Media Interface
HDTV High Definition Television

HPGL  Hewlett Packard Graphics Language
HSM Hierarchical Storage Management
HTML HyperText Markup Language

HTTP HyperText Transfer Protocol

Hz  Hertz (cycles per second)

ICMP  Internet Control Message Protocol
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IEC International Electrotechnical Commission
IEEE  Institute of Electrical and Electronics Engineers
IETF Internet Engineering Task Force

/O  Input/ Qutput

IP Internet Protocol

IPMI Intelligent Platform Management Interface
IPX  Internetwork Packet Exchange

iSCSI  Internet Small Computer System Interface
ISO  International Standards Organization

ITU International Telecommunications Union
JPEG  Joint Photographic Experts Group

KVM  (keyboard, video and mouse switch), a hardware device that allows a user to control multiple computers
LAN  Local Area Network

LCD Liquid Crystal Display

LDAP Lightweight Directory Access Protocol
LED Light Emitting Diode

LTO Linear Tape Open

MAC  Medium Access Control

MByte Megabyte

Mbps Megabits per Second

MIB  Management Information Base

MIC Message Integrity Check

MFD  Multi-functional device

MFP  Multi-functional printer

MMF Multi-Mode Fiber

MOSPF Multicast Open Shortest Path First

msec  Milliseconds

MPLS  Multi-Protocol Label Switching

NASA  National Aeronautics and Space Administration
NEPA  National Environmental Policy Act

NFS  Network File System

NI Network Interface

NIC Network Interface Card

NIST National Institute of Standards

NTP  Network Time Protocol

NTSC National Television Standards Committee
OCR  Optical Character Recognition

OEM  Original Equipment Manufacturer
OODBMS Object-Oriented Database Management System
OS  Operating System

OSI  Open System Interconnect

OSPF  Open Shortest Path First

Pbyte Petabyte

PC  Personal Computer

PCI  Peripheral Component Interconnect

PCL  Printer Command Language

PDF  Portable Document Format

PDU  Power Distribution Unit

PEAP Protected Extensible Authentication Protocol
PHY  Physical Layer Protocol

PIM  Protocol Independent Multi-cast

PIV  Personal Identity Verification

PMD  Physical Media Device

PNNI  Private Network to Network Interface
POP Post Office Protocol
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PUE Power Usage Effectiveness

QDR Quad Data Rate

RAID Redundant Array of Independent Disks
RAM  Random Access Memory

RDBMS Relational Data Base Management System
RFC  Request For Comments

RFP  Request For Proposal

RIP  Routing Information Protocol

RMON Remote Monitor/Monitoring

RMS Root Mean Squared

RMU  Rack Mount Unit

ROM Read-Only Memory

SAC Single Attached Concentrator
SAM-FS Storage Archive Manager File System
SAN Storage Area Network

SAP Service Advertisement Protocol

SAS Single Attached Station

SATA Serial ATA

SCSI  Small Computer System Interface
SMP  Symmetric Multi-Processing

SNMP  Simple Network Management Protocol
SONET Synchronous Optical NETwork
SQL  Structured Query Language

SSD  Solid State Drive

SSH  Secure SHell

TBD To Be Designed/Determined

TByte Terabyte

TCP  Transmission Control Protocol

TIFF Tagged Image File Format

TKIP Temporal Key Integrity Protocol
TLS Transport Layer Security

UDP  User Datagram Protocol

UPS  Uninterruptible Power Supply

USB  Universal Serial Bus

VC  Virtual Circuit

VGA  Video Graphics Array

VHS Video Home System (VCR)

VLAN Virtual Local Area Network

VP  View Processor

WAIS Wide Area Information Server
WAN  Wide Area Network

WDM  Wavelength Division Multi-plexing
WEP Wired Equivalent Privacy

WPA  Wi-Fi Protected Access

XNS Xerox Network Systems Protocol
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1. Introduction
Section 1 provides a general overview of the structure of these technical specifications.

1.1. Backeround

The computer facilities at NASA are being systematically enhanced by incorporating the latest in state-of-the-art
computer system technologies. These improvements will enable NASA to remain at the leading edge in scientific
and engineering processing performance and capabilities and to provide the user community of researchers and
engineers with the most advanced and powerful computer tools available. In support of this activity NASA is
establishing Indefinite Delivery/Indefinite Quantity contracts of scientific and engineering computer systems and
supporting equipment. The computer systems will provide computational and graphics capability to the scientific
engineering and other technical disciplines supporting NASA’s core missions. The specifications presented in this
document represent a comprehensive set of requirements intended to provide a complete environment for
computational analysis by NASA engineers and scientists.

1.2. Requirements Structure

The very broad range of NASA’s functions in space, earth science, aeronautics, manned flight, mission operations
and other activities, results in an equally broad range of computational requirements and consequently a requirement
for a broad range of computer systems and support equipment. The requirements are structured in a way that
clarifies NASA’s needs and categorizes the requirements on the basis of application functions. This structure is
defined through two categories: Category A consists of a group of functional computer systems; Category B consists
of complementary products and services that enhance and support the computer system functions.

This procurement is for 5 competition areas consisting of one Category A computer system competitions composed
of one Group, and 4 Category B supporting equipment competitions composed of 3 Groups. Each of the groups has
specific requirements and functional tasks that must be met by the offerings in that group. However, the potential
usage of any group is broad and may be based on a variety of applications beyond the specific group definition. The
groupings are devised to ensure that the Government has a sufficient set of the best available tools for given tasks.
The groupings do not imply either exclusive product offerings by the contractor nor, do they restrict the Government
from making best value judgments as to which group to use to meet their specific requirements.

1.2.1. Category A Structure

The prelude to the requirements includes the definitions of the computer system group used to identify the general
set of applications or environments that distinguish this group. Group definitions are given in Section 2 of this
document.

The computer system group is broad and represents a variety of applications beyond the specific group definition,
yet this grouping produces enough commonality of requirements that applications in a group can share the same
hardware platform.

This group represents not a single specific computer system, but instead represents a family of systems with a range
of capabilities. In order to simplify requirements, the group is represented by three types of base systems. These
base systems are generally distinguished by performance, upgradability and growth potential and define the
minimum range of family of systems that should be provided on the contract. It is anticipated that systems will be
made available on the contract through the Available Components list which are compatible with the base systems
but which also both fill in and expand upon the requirements fulfilled through the base systems.

In general, application software such as CAD packages, databases, visualization software, etc. must be supported on
the computer systems, but need not be provided (i.e. are not mandatory deliverables) unless specifically noted in the
mandatory deliverables list in Attachment B. These are referred to as non-mandatory software.

A set of mandatory add-on equipment and upgrades is identified to allow for system enhancements. An available
components list consisting of desirable items and other software and hardware which provides depth and breadth to
the vendor’s offerings, such as computer systems in ranges of sizing and functions that complement the basic
systems and non-mandatory software is also included.
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1.2.2. Category B Structure

The Category B groups consist of a set of capabilities that span across all computer systems via three areas: B)
Mass Storage Devices, C) Server Support and Multi-Functional Devices, D) Network Devices, Computer Security
Tools and Advanced Video and Conference Tools. Each group has a set of mandatory specifications. In addition,
each group includes an available components list consisting of desirable items and other software and hardware that
provide depth and breadth to the contract.

1.3. Structure of This Document

This section describes the section layouts of the technical specifications.

1.3.1. Category A Computer System Group

The specific requirements associated with Group A and derived from the applications to be supported are presented
in Section 3.

1.3.2. Category B Groups

Requirements for this category are described in separate sections. Category A requirements do not apply to these
groups. Mass Storage Devices requirements are described in Section 4. Server Support and Multi-Functional
Devices requirements are described in Section 5. Network Devices, Computer Security Tools and Advanced Video
and Conference Tools requirements are described in Section 6.

1.4. Terminology

Key terms are described in this section.

1.4.1. Provide / Support

Two key terms in the technical specifications are: provide and support. Use of the term “provide” indicates a
product, service, or capability that is either a mandatory or, if modified by the term “desirable”, a desirable
deliverable item. All mandatory deliverable products, services and capabilities are identified in the Delivery Lists in
Attachment B. A mandatory deliverable is either part of the base system, a separate add-on line item, or a separate
upgrade line item. If an item is identified in the technical section as needing to be provided and is nof listed in
Attachment B as a separate add-on or upgrade line item, it is included as part of the Base system.

Note that the term “provide” implies an item is either a part of every delivered base system or is a separately
orderable line item. This distinction is made in the Delivery Lists in Attachment B. For example, a C++ compiler
must be provided (as indicated in Section 3.1.4.2.). But the Delivery Lists indicate that the C++ compiler is a
separately orderable line item and it is estimated that only a certain percentage of the base systems will be purchased
with a C++ compiler over the life of the contract.

Use of the term “support” indicates a product, service, or capability that the systems must be capable of fully
utilizing, but which are not part of either the mandatory or desirable deliverable list. When support is used in
reference to a software product, a version of the product that can execute on the system must be available in the
commercial and/or public domain arena. Supported products, services, or capabilities can be part of the available
components list.
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1.4.2. Deliverables

The delivery lists use abbreviated terminology for clarity in enumerating delivery items. The complete
specifications for these delivery items are fully described in Sections 3 through 6. As an example, the delivery list
identifies the operating system as a deliverable and the full set of specifications for that operating system is given in
Section 3. This includes items such as file system, system administration, shells, etc.

Deliverables are divided into mandatory and non-mandatory categories:

1.4.2.1. Mandatory Deliverables
Each of the separate group specifications produces a separate set of mandatory deliverables for each group.
These delivery requirements are specified in Attachment B of this contract. The deliverables are divided into a
Base Deliverable, and Add-on / Upgrade Deliverables. The Base Deliverables represent the minimum system
configuration to be delivered for each equipment category. Add-on deliverables are mandatory line items that
may be added to the Base deliverable at the discretion of the end-user. Upgrade deliverables are mandatory line
items that upgrade; the Base deliverables at the discretion of the end-user, e.g. additional disk and/or memory.

1.4.2.2. Non-mandatory Deliverables
Non-mandatory deliverables are items that go beyond the mandatory deliverables. Non-mandatory deliverables
are identified through the available components list and include desirable features, additional technology and
other software and hardware that provide depth and breadth to the offering.

1.4.3. Minimums / Desirables / Advanced Technology / Additional Tech nology

All technical specifications fit into one of four categories: minimum mandatory; desirable feature; advanced
technology, or additional technology.

If a technical specification is not explicitly identified as advanced technology, additional technology or a desirable
feature, it identifies a minimum mandatory that must be met. Alternatively, if a technical specification is identified
as advanced technology, additional technology or a desirable feature, it is not a minimum mandatory buta
technology, item or feature that the Government deems to have value if available.

If a technical section contains the term “desirable”, then the section identifies a feature that the Government desires
but which the vendor is not required to provide or support.

If a technical section contains the term “advanced technology”, then the section identifies advanced capabilities that
provide the Government with significant added benefit. These are typically features that are either at the cutting
edge of technology or for which standards (industry or de-facto) are still forming.

A technical requirements section may contain the term “additional technology™. This designation identifies a basic
capability that is intended to provide the Government with added value if the additional technology is provided in
the Available Components list. Typically, “additional technology” indicates broad grouping of technology that, if
included in the Contractor’s offerings, will provide the opportunity for one-stop solution shopping. For example,
network technology is an additional technology in the Mass Storage Devices group as network products are an
integral feature of many mass storage systems.

1.4.4. Authorized Reseller

At the beginning of the mandatory requirements for each Group, a listing is provided of those items for which the
offeror must be authorized by the original equipment manufacturer (OEM) to sell as part of their SEWP V proposal.
For the purpose of this proposal only, an authorized reseller is defined at a minimum as a company who is known by
the OEM and for whom the OEM has approved the proposed mandatory offering(s). For each such identified item,
the offeror must provide an OEM point of contact who can verify that information.

If the offeror is the OEM, then that is equivalent to the offeror being an authorized reseller and the POC information
should note a POC within that offeror’s company.




NNG13451284R

1.5. Assistive Technology

All computer systems available and procured through this Contract must be technically capable of supporting
commercially available and appropriate technology to ensure that Federal employees with disabilities will have
access to and use of that technology unless a department or agency exception to this requirement exists.

1.5.1. Section 508 Information

AIlIT equipment available through this contract that fit the criteria as electronic and information technology (EIT)
as defined in Section 508 of the Rehabilitation Act of 1973 as amended by the Workforce Investment Act of 1999
shall have information available to the Federal Government regarding how that technology meets the applicable
Section 508 standards. This will preferably be provided through the applicable Voluntary Product Accessibility
Templates (VPATS) as described on the Section 508 website (www.section508.gov and related sites). The VPATs
or similar information may either be provided on the contractor’s website, on demand based on request for quotes
and/or through link on the SEWP Website. Section C.1.8. outlines the compliance and information requirements
associated with the Section 508 standards.

All proposed mandatory products must indicate how applicable 508 requirements are met by either providing a
VPAT or other supporting documentation.

1.6. Environmentally Preferable Purchasing Program

All federal procurement officials are required by Executive Order 13101 and Federal Acquisition Regulation (FAR)
to assess and give preference to those products and services that are environmentally preferable. Therefore all
institutional purchasers who evaluate and select computer desktops, laptops, and monitors available and procured
through this Contract should to the greatest extent possible meet the evolving standards associated with the
Environmentally Preferable Purchasing Program (EPP) and the IEEE 1680 Standard for the Environmental
Assessment of Personal Computer Products as described on the website (http://www.epeat.net)). The Contractor
shall have the ability to respond to specific requests and requirements centered on the EPP such as requests based on
the Electronic Product Environment Assessment Tool (EPEAT) and identifying EPEAT registered products on their
contract.

1.7. Minimum Mandatory Product Condition

All products proposed to meet the minimum mandatory requirements must be new products; i.e. refurbished and/or
used technology cannot be proposed in response to a minimum mandatory requirement. Used and refurbished
equipment may be proposed as part of the available components as defined in Section C.1.6. Used Equipment and
Materials.

1.8. Definitions

To clarify meaning of some terms used in this specification, some definitions are given here.

508 (Compliance) Federal agencies are required to make their electronic and information
technology accessible to people with disabilities. Section 508 is an
amendment to the Rehabilitation Act.

Add-ons: Add-ons are mandatory line items which may be added to the Base
deliverable at the discretion of the end-user.
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Additional Technology

A basic capability that is intended to provide the Government with added
value if the additional technology is provided in the Available Components
list.

Advanced Technology

Advanced capabilities that provide the Government with significant added
benefit.

Available Bus Slots:

The number of unused bus slots available for expansion after satisfying the
requirements of the minimum mandatory deliverables and the maximum
disk storage requirements for the base computer system.

Available Components

Non-mandatory deliverables including desirable features, additional
technology and other software and hardware that provide depth and breadth
to the offering.

Base Systems

The systems which must meet the minimum mandatory specifications and
be provided for on the Contract

Category:

A set of technology based on similar objectives and/or overall structure

Computer Room Environment:

Facilities in which special environmental factors are maintained, such as
controlled temperature and humidity, where noise is not limited by office
requirements, and in which reliable power systems are available and/or are
at levels other than the standard 110 volt, 60 Hz.

Computer System:

A computer workstation or server

Core Specifications

Set of technical specifications that are included in all requirements within
the specified category or group

Desirable Feature

A feature that the Government desires but which the vendor is not required
to provide or support

Energy Star (Compliant)

Energy Star (TM) is an international standard for energy
efficient consumer products originated in the United States of America.

FIPS 140 Federal Information Processing Standards (FIPS) are U.S.
government computer security standards that specify requirements
for eryptography modules. http://en.wikipedia.org/wiki/FIPS 140
Group: A grouping of technological requirements based on common functionality

Group Specific Specifications

Set of technical specifications that are specific to the given Group

Infiniband InfiniBand is a switched fabric communications link used in high-
performance computing and enterprise data centers.
http://en.wikipedia.org/wiki/Infiniband

Mandatory Deliverables Products that must be included in the Contract in order to meet the

mandatory requirements of the group
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Mandatory Specifications

Set of technical specifications that must be meet by the mandatory offerings

Non-Mandatory Deliverables

Products that go beyond the mandatory deliverables are identified through
the available components list and include desirable features, additional
technology and other software and hardware that provide depth and breadth
to the offering,

Non-Mandatory Desirable Feature:

A capability that is desired by the Government but not required.

Office Environment:

A human work area providing moderate environmental conditioning but
with limited capacity to support or provide unusual power or
temperature/humidity requirements, and one that may be easily upset by
equipment emitting excessive heat and/or noise.

Open Bus Architecture:

A bus with multivendor support. This means that there is an industry
published specification to enable third party connectivity.

Open Systems Environment:

The comprehensive set of interfaces, services, and supporting formats, plus
user aspects, for interoperability or for portability of applications, data, or
people, as specified by information technology standards and profiles.
Source: 1EEE P1003.0 POSIX Committee.

Provide: Indicates a product, service, or capability that is either a mandatory or, if
modified by the term “desired”, a desirable deliverable item.

such as: The term “such as” is used to list example products that are known to meet
the stated capability, and for which products that also meet the stated
capability may be substituted.

Support Indicates a product, service, or capability that the systems must be capable

of fully utilizing, but which are not part of either the mandatory or desirable
deliverable list.

TAA (compliant)

TAA refers to the Trade Agreements Act (19 U.S.C. & 2501-2581), which
is intended to foster fair and open international trade. TAA requires that the
U.S. Government may acquire only “U.S. — made or designated country
end products. This act requires that contractors must certify that each end
product meets the applicable requirements. End products are ‘those articles,
materials and supplies to be acquired for public use’.” This includes items
which have been “substantially transformed” in the United States.

TWAIN A standard software protocol and applications programming interface (API)
that regulates communication between software applications and imaging
devices such as scanners and digital cameras.
http://en.wikipedia.org/wiki/TWAIN

Upgrades: Upgrades are mandatory line items that upgrade the Base deliverables at the

discretion of the end-user; e.g. additional disk and/or memory.

Virtual File System

A virtual file system is an abstraction of a physical file system
implementation. It provides a consistent interface to multiple file systems,
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both local and remote. This consistent interface allows the user to view the
directory tree on the running system as a single entity even when the tree is
made up of a number of diverse file system types. The interface also allows
the logical file system code in the kernel to operate without regard to the
type of file system being accessed

Waterless Fire Suppression

E.g. Dupont FM-200 used as a gaseous fire suppression agent.
http://en.wikipedia.org/wiki/Heptafluoropropane
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2. Contract Definitions

Section 2 provides general paragraph descriptions of the various SEWP Groups.

2.A. Category A: Scalable Computer System Group

This Section provides general paragraph descriptions of the SEWP Group in Category A.

The Computer Systems/Server group of systems and services will be used to provide systems that shall be scalable
and applied to meet a wide range of computer and data-intensive requirements. The requirements include compute-
intensive traditional optimized applications such as modeling, and mathematical analysis. Applications include, but
are not limited to, atmospheric and oceanographic modeling, ocean color or crustal dynamics studies, ozone and sea-
ice mapping, radio astronomy, high-energy astrophysics applications, flight dynamics computations, and fluid flow
dynamic process modeling. These systems may need Infiniband network interconnects to achieve the very highest
performance. These systems may be used in the configuration of highly virtualized arrays of servers, connected
together in a super-computer configuration or managed selectively.

These computer systems may also be configured for high performance visual rendering, image analysis and the
acceleration of general-purpose scientific and engineering applications. This work is often combined with the
highest quality in the visual representation of data to the user.

Typical applications from the Earth and Space science communities are modeling, data assimilation and analysis.
Earth and space scientists require the ability to transform volumetric data at high rates to view different perspectives
quickly. Additionally, photo realistic representations of data such as the planet Earth with full texture maps are
needed to accommodate the overlay of geophysical parameters obtained from spacecraft observations. Three
dimensional simulations of the Earth system that generate terabytes of data are performed on high performance
systems. Applications from the engineering community include modeling the spacecraft and sensor design. NASA
has a critical need to support the real-time modeling of these spacecraft using high speed animation of these vehicles
and their antennas (or arms), where the antennas (or arms) move independently of each other. Computer systems
must be able to display large numbers of polygons per second to meet the animation needs of the robotics
community as well as provide a high degree of graphical representation of the objects displayed.

This Group of computer systems may also be configured to be used to manage large repositories of data ranging up
to high-end hierarchical mass storage systems, storing and retrieving hundreds of gigabytes to tens of terabytes of
data each day with total archive capacity of Petabytes. Fast networking such as 10-Gigabit Ethernet will be required
to access the data from other hosts. Data will be stored initially on high-performing RAIDed disk subsystems and
then copied to lower levels in the storage hierarchy. These lower levels must also be high performing and could
include solid state disks (SSD) lower-cost disk arrays, massive arrays of idle disks (MAID), tapes or other
removable media within robotic libraries. Data is staged back to primary RAIDed disk automatically upon retrieval.
Users expect stores and retrieves to be accomplished within seconds. These systems are anticipated to be used in
conjunction with mass storage devices as defined in Group B.

Alternatively, these computer systems will be used to house large data volumes and large databases. Applications
are typically based on commercial DBMS packages. In addition, these systems would typically provide capability
for archival and digital libraries. The critical features of such systems include: high rate of transactions per second,
high performance, low latency networks, high volume of network traffic, fast disk access, large amounts of memory
(RAM), high volume of memory to disk transfers, and large amounts of secondary storage.

The critical features of this Group are high compute capability, scalability (potentially from a single rack to multiple
racks to a series of containers) fast primary storage and network communications, and large data storage capability.
128-bit arithmetic may be needed to support these requirements. This group of system will most likely reside away
from the user’s work area and be accessed primarily over the network.

This Group will include hardware systems and peripherals, software and software licenses, and hardware and
software maintenance services including analyst support.

2.B. Category B: Complementary Products Categories

This Section provides general paragraph descriptions of the SEWP Groups in Category B
Category B (Complementary Products)
Group B — Mass Storage Devices
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Group C — Server Support and Multi-Functional Device
Group D ~Network Devices, Computer Security Tools and Advanced Video and Conference Tools

2.B.1. Group B — Mass Storage Devices

This group consists of storage devices; e.g. Hard disks and removable media systems which can be used by any of
the computer systems in Category A along with virtual storage systems (i.e. cloud computing). While it is
anticipated that products in this group will be purchased for use with any of the Category A systems, this group is
particularly concerned with providing mass storage 1/0 devices for use with the systems managing large RAID
storage, large archives, and other “big data” systems.

2.B.2. Group C - Server Support and Multi-Functional Device

This group includes Input and Output peripherals and other equipment that support and complement the full
implementation of computer systems. These items may be purchased by the Government separately from the
computer systems but rely on standards and standard interfaces to ensure interoperability with existing computer
systems. Included in this group are display terminals and systems and other low-end client systems to allow user
connectivity to a full range of computer systems; scanners to allow inputting of information from hard-copy forms;
input devices such as sensors directly connected to computer monitoring systems; mobile systems and smart phones
to allow maobile access to individual’s computing needs.

This group also includes Multi-functional devices (MFD) which are single devices that serve several functions,
including printing, scanning, faxing and photocopying.

2.B.3. Group D —Network Devices, Computer Security Tools and Advanced Video and Conference Tool

This group consists of a range of network equipment in support of the full implementation of computer systems in
the NASA network environment. These items may be purchased by the Government separately from the computer
systems but rely on standards and standard interfaces to ensure interoperability with those systems. Hardware,
including hubs, switches, routers, NFS routers, concentrators and diagnostic tools, and software including network
management are included in this group. Networking systems also include network communication devices relying
on WIFI, radio and related technology.

This group consists of security oriented hardware and software needed to securely support a full implementation of
computer systems and infrastructure in the NASA information technology environment. These items may be
purchased by the Government separately from the computer, but rely on standards and standard interfaces to ensure
interoperability with the computer systems and the supporting networks. Items in this group will include virus and
spyware detection tools, two and three factor authentication tools, firewalls, auditing tools, intrusion detection
systems, encryption capabilities, monitoring tools, and secure remote access tools. Security hardware products
include biometric devices and security related sensors and data input devices.

This group consists of a range of equipment in support of digital television image production and related imaging
and display tools. The Government may purchase these items separately from computer systems, but rely on
standards and standard interfaces to ensure interoperability with those systems. The hardware in this group includes
High Definition (HD) and Standard Definition (SD) Digital TV (DTV) equipment for video acquisition, production,
post-production, distribution, and display. Additionally, the increasing complexity and volume of scientific data
benefit from paradigms for interaction and visualization that are much closer to normal human interaction in the
physical world. These paradigms require immersion and stereoscopic viewing for three-dimensional data, tracked
and/or haptic devices with high degrees of freedom, and audio processing systems for data sonification. Where
appropriate, these devices may act as input/output peripherals to developmental computer systems.

Elements of the main categories of AV, security and networking can be combined to provide all-in-one solutions.
The combination of security and AV technology, for example, allows for security and command and control systems
such as video security systems. Networking, communication and AV combine for Videoconferencing solutions.
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3. Category A: Group A: Computer System Specifications
Section 3 provides the mandatory technical specifications for Group A: Computer System Class Equipment.

3.1. Core Specifications Introduction
This section provides a general overview of the core specifications.

All proposed mandatory products must meet the following (where applicable):

EPEAT certified

Energy Star compliance

508 compliance

Trade Act (TAA) compliance

New Equipment

Authorized reseller for the following mandatory products:
Mid-range cluster

High-end cluster

Container based systems

° o oo Tp

3.1.1. Purpose
The purpose of this section is to define the Core Specification requirements for the mandatory computer
systems in Group A

3.1.2. Background

The Core Specifications apply to the base and mandatory products for the mandatory computer systems, unless
a deviation to the Core Specifications is noted in the Specific Sections.

3.1.3. Hardware

This section describes the core hardware specifications. The goal of the core system specifications is to ensure
system compatibility from low to high end systems where applicable.

3.1.3.1. Data Storage Components
a. Hard disk storage shall be provided with each system. The storage requirements are class specific.
b. All storage devices shall be field installable.
c.  All storage devices shall provide hard error detection (resulting in a non-recoverable failure) and all
such errors shall be reported to the system logs.
1. All storage devices shall provide detection of all errors (recoverable and non-recoverable)

3.1.3.2. Communication / Network Interfaces
a.  Native support of Internet Protocols (IP) is required for compatibility with existing network and
computing platforms.
b. Each computer system shall provide an IEEE 802.3, 1SO 8802/3 1000Base-T Ethernet interface in the
base systems.
L. Options for additional physical Ethernet interfaces (desirable)

3.1.4. System Software

This section describes required functions and features that normally are performed by the system software. The
operating system software shall support the hardware. The system software shall support a set of development
tools and utilities to augment the capabilities of the operating system and the required langnage processors.
These software tools shall provide fast, efficient mechanisms to develop application programs, backup and
restore files, debug programs, and supply other useful system functions.

3.1.4.1. Operating System
The operating system (OS) shall be identified in terms of type (e.g. UNIX, Linux, etc), version and any
branding certification or other standards covered by the OS
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3.1.4.2. Programming Environment
The class 1 and 2 systems shall provide:

a.  An ISO compliant C++ compiler (ISO/IEC 14882:2011) which shall include:

1. run-time libraries.

2. a C++ source language compatible symbolic debugger with capability to read core dumps. Shall
display source code, program variables (including register contents), debugger commands, and
debugger output. Display of original names of source code variables.

3. asingle (1) user license

a. an optional site license (desirable)
b. an ISO compliant Fortran 2008 standard compiler (ISO/IEC 1539-1:2010) which shall include:

1. run-time libraries.

2. aFortran source language compatible symbolic debugger with capability to read core dumps.
Shall display source code, program variables (including register contents), debugger commands,
and debugger output. Display of original names of source code variables.

3. asingle (1) user license

a. an optional site license (desirable)

3.1.4.3. System Software License

Each computer system in class 1 and 2 shall be a multiuser system. The operating system license shall be
available in at least 1 licensing level for all systems:

a. an unlimited license defined as allowing an unlimited number of users to be logged in simultaneously,
where 1 or more may be logged in through the console and the rest are connected through a network
connection

3.1.5. Documentation

The contractor shall provide access to complete sets of commercially available system and user manuals. All
provided documentation shall be available on line.
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3.2. Group A: Computer System Class Specific Specifications

For each of the three classes in Group A, contractors are required to meet both the core requirements defined in
the “Computer System Core Specification™ (Section 3.1) and the additional mandatory requirements defined for
that class, provided in each of the subsections that follow, unless otherwise noted.

If there is a conflict in requirements between the Class Specific Specification and the Core Specification, the
Class Specific Specification shall always take precedence.

Each class is differentiated by performance and capacity and is intended for use by highly intensive
computational and related (mass storage, database, rendering, etc.) operations. Each class is intended to be
highly scalable and configurable for redundant and fault-tolerant operation.

3.2.1. Class 1: Mid-Range Cluster

The purpose of this section is to define the specific requirements for a mid-range Cluster System. The
following specifications are required of these Class | computer systems over and above, or in place of the core
specifications defined in Section 3.1.

3.2.1.1. Hardware Configuration

The Mid-Range cluster architecture requires a total of thirty-six (36) nodes. Management nodes shall be
connected to two different internal networks: 1GbE for management and a 10GbE for data. Each data node shall
be connected to the 1GbE management network. All Class I Mid-Range Cluster systems shall provide the
following minimum capabilities, unless noted as a desirable:

a. Operate in a computer room environment with raised floors;

b.  Either SATA or Near-Line SAS Disk Controllers shall be provided with each node;

¢.  SmartPDU:
(1) Sufficient to connect the power supplies of all Nodes, Switches and KVM;
(2) Cables to fully connect all Nodes, Switches and KVM,;

d. Provide 2 Management Nodes, where each Node shall be provided with the following configuration:
(1) Dual Socket Motherboards;

i. Oct-Core Intel “SandyBridge” 2.3GHz processors
1. Oct-Core Intel “SandyBridge” 2.5GHz processor (desirable)
ii. 32 GB of RAM
(2) Management Network: Minimum of one (1) GbE on-board Network Interface Card (NIC) with
Baseboard Management Console (BMC);
(a) Must be compatible with [IPMI Version 2;
(3) Local Area Network: 10GbE NIC with optics and 25-meter fibre cables;
(a) 40GbE NIC with optics and 25-meter fibre cables (desirable);
(4) Data Storage:
(a) minimum of 36 Terabytes of storage for data;
(b) hard drives shall be hot-swappable;
(5) Operating System Drives:
(a) Dual operating system hard drives with a minimum of RAIDO and RAID1 support;
(b) 500GB capacity minimum;
(c) Hot-swappable (desirable);
(6) Head Nodes shall have redundant power supplies;
(7) Full cabling shall be provided for all network and power connections;
(8) Rack rails for all nodes shall be provided.
e. Provide 34 Data Nodes, where each node shall be provided with the following configuration:
1. Dual socket motherboards:
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i. Oct-Core Intel “SandyBridge” 2.3GHz processors
1. Oct-Core Intel “SandyBridge” 2.5GHz processor (desirable)
ii. 32 GBof RAM
2. Management Network: Minimum of one (1) GbE on-board Network Interface Card (NIC)
with Baseboard Management Console (BMC);
I Must be compatible with IPMI Version 2;
Data Storage:
i. minimum of 36 Terabytes of storage for data;
ii. hard drives shall be hot-swappable;
4. Operating System Drives:
i.  Dual operating system hard drives with a minimum of RAIDO and RAIDI support;
ii. 500GB capacity minimum;
iii. Hot-swappable (desirable);
5. Data Nodes shall have redundant power supplies;
6. Full cabling shall be provided for all network and power connections;
7. Rack rails for the switch shall be provided.
f. Provide one (1) Management Network GbE Switch with the following configuration:
1. 48-port GbE switch;
Hot-swap power supplies and fans;
Switch shall be Layer 2 with support for multiple VLAN and bonding;
Switch shall be provided with all cabling and adapters for console access;
Switch shall be provided with redundant power supplies and power cables to allow the switch
to be connected to two different PDUs fed from different circuits within the same rack.
g. Provide racks:
1. Racks shall be provided to support all nodes, KVM and switches and shall be configured with
redundant PDUs;
2. Power tails shall be IEC309.
h.  Provide a KVM to support all nodes:
1. All nodes shall have a dedicated KVM network or connection;
2. Cables and dongles shall be provided to manage all nodes.
i The following software shall be supported and the names of a sample software package provided:
1. Software utility that performs remote BIOS updates and modifications across all nodes from a
central location:
i. The utility shall operate under Linux;
ii. The utility shall enable management of the following for each node:
Power management settings;
C-state settings;
P-state settings;
CPU and Memory performance;
Hyperthreading;
Turboboost;
Serial port settings for console redirection.
2. Cluster Management software:
i. Cluster Management shall perform “node provisioning”;
ii. Cluster Management shall support “versioning” of the software being provisioned to
the nodes (Advanced Technology).
Shared File System (Desirable).
4.  Scheduler software (Desirable).
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3.2.1.2. Data archive

In some instances, this Class will be configured to host large digital archives or as large file servers. To meet
this requirement, storage management systems must be supported. All Class 1 systems shall provide a
Hierarchical Mass Storage System that shall support the following minimum capabilities, unless noted as a
desirable:
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a.  This class must provide one of the following storage systems with an initial configuration of at least 10
PB of storage:

1. IBM TS3500;

2. SpectraLogic T-finity;

3. Oracle SL8500;

4. Orequivalent.
b.  The storage library must scale to a minimum of 50 Petabytes;
¢. One or more of the following media types must be provided to store 10 Petabytes of uncompressed

data:

1. TIO0K (or better);

2. LTO-6 (or better);

3. IBM 3592 (or better);

4.  Or equivalent.
d. Tape drives to support the provided media:

1. Fifty tape drives;

2. Tape SAN switches and cabling (e.g. Brocade) to support the 50 tape drives.
e. Disk cache of 5 Petabytes;

1. Disk SAN switches and cabling (e.g. Brocade) to support the disk cache.
f. The file management storage system must be hierarchical, such as SAM-FS or Data Migration Facility.
The hierarchical storage management system should be scalable up to at least 100 Petabytes, providing
the user a way to build up to full use of the archive storage system.
Dual (or multiple) tape copies of a file; multiple server capabilities (server functions spread over
multiple machines) as described in the IEEE Mass Storage Reference Model; support for higher
scalability (e.g. storage capacity up to 50 or more Pbytes) and other advanced functions / capabilities
for the hierarchical storage management system (advanced technology).
h.  The Hierarchical Mass Storage System Software shall have the ability to at least:

I. locate, mount, read and write storage media;

aa

2. support Linux/UNIX native file system user calls and commands, e.g. “Is”, “touch”, etc.;

3. support access at hard disk storage speed to the most frequently/recently accessed files;

4. ‘*vault’ media and provide a means of notifying the operator to retrieve a ‘vaulted’ (i.e. off-
line) media when an ‘old’ file is requested;

5. employ a ‘nameserver’ and ‘tapeserver’ or similar means for locating files on storage media;

6. provide utilities for backup and recovery of critical files including the Hierarchical Mass

Storage System software;

7. provide arepack function (repack tapes to remove deleted files);

8. log major activities of software components for system monitoring;

9. write multiple media (disk, tape, etc.) copies of a file;

10. scalable up to at least 50 Pbyte, providing the user a way to build up to full use of the mass
storage system.

L. Architectural description of a fully configured HSM system, using the required components listed
above with 100 Petabyte capacity, writing 150 Terabytes of new data per day, I/0 balance of 75%
writes and 25% reads, using a Disk SAN (e.g., Brocade) for the disk cache and a Tape SAN (e.g.,
Brocade) for the Tape drives (Advanced Technology).

3.2.1.3. Application Software
In some instances, this Class will be configured to host large databases and/or serve as a render farm, host
digital archives, perform as large file servers or serve a combination of these functions. To meet this
requirement, the Class 1 computer system shall provide the following software:

a. computer graphic design and rendering software including, but not limited to one user license for:

1. AutoDesk Maya or equivalent
(i) Include one year Cloud Subscription;
2. RenderMan Studio 4 or equivalent.
3. Pixar RenderMan Pro Server 17 or equivalent
b. database libraries including, but not limited to:
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1. Oracle Database 11g R2 Standard Edition or equivalent
(i} One new user License Per Processor (max 4 sockets) Unlimited use

3.2.2. Class 2: High-End Cluster

The purpose of this section is to define the specific requirements for High-End Cluster System. The following
specifications are required of these Class 2 computer systems over and above, or in place of the core
specitications defined in Section 3.1.

3.2.2.1. Hardware Configuration
This class of system is characterized by system, performance, connectivity, expansion and storage (in-memory

and attached) requirements,

The High-End cluster architecture requires two management nodes, two service nodes, sixteen compute nodes
with graphical processing units (GPUs) and a total of four hundred and sixty four (464) compute nodes. The
two management nodes and two services nodes shall be connected to three different internal networks: 1GbE
for management, the 10GbE and the Infiniband network. Each of the 480 compute nodes shall be connected to
two different internal networks: 1GbE for management and the Infiniband network for data. All Class 2 High-
End Cluster systems shall provide the following minimum capabilities, unless noted as a desirable:

Operate in a computer room environment with raised floors;

b. Either SATA or Near-Line SAS Disk Controllers shall be provided with each node;

c. SmartPDU:
1) Connectivity shall be provided to connect all redundant power connections of all nodes, switches and
the KVM;
2) Cables to connect all nodes, switches and KVM;
d. Provide 2 Management Nodes, where each Node shall be provided with the following configuration:
I) Dual Socket Motherboards;
2) Oct-Core Intel “SandyBridge” 2.3GHz processors;
(a) Next Generation Socket Compatible (Desirable);
(b) Oct-Core Intel “SandyBridge” 2.5GHz processor (desirable)
3) 32 GBof RAM;
4) QDR Infiniband Host Card Adapter (HHCA);
(a) FDR Infiniband (desirable)
5) Management Network: Minimum of one (1) GbE on-board Network Interface Card (NIC) with
Baseboard Management Console (BMC);
(a) Must be compatible with IPMI Version 2;
6) Local Area Network: 10GbE NIC with optics and 25-meter fibre cables;
(a) 40GbE NIC with optics and 25-meter fibre cables (desirable);
7) Dual 1.0 TB (or greater) capacity 7,200 RPM (or faster) SATA disk drives:
(a) RAID 0 support;
(b) RAID I support;
(¢) Hot-swappable (desirable);
8) Management Nodes shall have redundant power supplies;
9) Full cabling enabling all redundant connectivity shall be provided for all network and power

connections;
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10) Rack rails for all nodes shall be provided;

Provide 2 Service Nodes, where each Node shall be completely redundant and may not be contained within
a single chassis or share a planar. Each Service Node shall be provided with the following configuration:

1)
2)

3)
4)

3)

6)
7)

8)
9)

Dual Socket Motherboards:

Oct-Core Intel “SandyBridge” 2.3GHz processors;

(a) Next Generation Socket Compatible (Desirable);

(b) Oct-Core Intel “SandyBridge” 2.5GHz processor (desirable)
32 GB of RAM;

QDR Infiniband Host Card Adapter (HICA);

(a) FDR Infiniband (desirable)

Management Network: Minimum of one (1) GbE on-board Network Interface Card (NIC) with
Baseboard Management Console (BMC);

(a) Must be compatible with IPMI Version 2;

Local Area Network: 10GbE NIC with optics and 25-meter fibre cables;
Dual 1.0 TB (or greater) capacity 7,200 RPM (or faster) SATA disk drives:
(a) RAID 0 support;

(b) RAID 1 support;

(c) Hot-swappable (desirable);

Nodes shall have redundant power supplies;

Full cabling enabling all redundant connectivity shall be provided for all network and all power
connections;

10) Rack rails for all nodes shall be provided;

Provide 464 Compute Nodes and 16 Compute Nodes with GPUs, where each node shall be provided with
the following configuration:

)

2)

4)

All Compute nodes shall be interconnected via Infiniband (QDR);
(a) FDR Infiniband Host Card Adapter (HCA) (desirable);

(b) Infiniband switch topology shall be provided that introduces no more than 16 to 1 blocking
between any two nodes

(1) Switch topology that introduces no more than 8 to 1 blocking (desirable);

All Compute nodes shall be provided with all necessary cables, rack rails, racks, power supplies,
power cables, and cable management;

All Compute nodes shall have sufficient cooling for full utilization of the entire cluster at maximum
sustained processor performance with either:

(a) Rear door heat exchangers with water connections at the bottom of the door; or

(b) Alternate cooling method that provides sufficient cooling capacity for full utilization of the cluster
at maximum processor performance.

Dual socket motherboards:
(a) Oct-Core Intel “SandyBridge™ 2.3GHz processors;
(i) Next-Generation Socket Compatible (desirable);
(ii) Oct-Core Intel “SandyBridge” 2.5GHz processor (desirable)
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(b) 32 Gigabytes of RAM.
Option for Many Integrated Core (MIC) (aka Intel Knights Corner):
(a) Option for one MIC per Compute Node;
(b) Two MICs per Compute Node (Desirable):

(i) Full PCI bi-section bandwidth to both MICs (desirable).
Management Network:

(a) Minimum of one (1) GbE on-board Network Interface Card (NIC) with Baseboard Management
Console (BMC);

i.  Must be compatible with IPMI Version 2;
Data Storage:
(a) Minimum of 14 Terabytes of storage for data;

i Minimum of 36 Terabytes of storage for data (desirable)

(b) Hard drives shall be hot-swappable.
Operating System Drives:
(a) Dual operating system hard drives with a minimum of RAIDOQ and RAIDI support;
(b) 7200 RPM (or faster) SATA hard drive;
(c) 500 Gigabytes capacity minimum;
(d) Hot-swappable (desirable).
Compute Nodes redundant power supplies (Desirable);
Each of the 16 Compute Nodes with GPUs shall be provided with the following configuration:

(a) Sufficient PCI slots and bandwidth to allow for full bandwidth access to all the GPUs attached to
the node and the QDR (FDR desirable) Infiniband card. Ata minimum, this would require a 1 by
L6x PCl-¢ slot for each GPU and a 1 by 8x PCl-e slot for the QDR (FDR) Infiniband card.

(b) NVidia Tesla K10 or later equivalent version

(c) The GPUs may be housed internal to the node or external to the node as long as the requirement
for full bandwidth access between the GPU and the socket is met.

Provide a Management Network GbE Switch with the following configuration:

)
2)

3)
4)
3)

Switches shall be provided with sufficient capacity to connect all management, service, and compute
nodes, KVM and a minimum of 2 uplinks;

Hot-swap power supplies and fans;

Switches shall be Layer 2 with support for multiple VLAN and bonding;

Switches shall be provided with all cabling and adapters for console access;

Switches shall be provided with redundant power supplies and power cables to allow the switch to be
connected to two different PDUs fed from different circuits within the same rack.

Provide a Local Area Network 10 GbE Switch with the following configuration:

D

2)
3)
4)
3)

Switch shall be provided with sufficient capacity to connect all Management and Service nodes and a
minimum of 2 uplinks;

Hot-swap power supplies and fans;

Switch shall be Layer 2 with support for multiple VLAN and bonding;

Switch shall be provided with all cabling and adapters for console access;

Switch shall be provided with redundant power supplies and power cables to allow the switch to be
connected to two different PDUs fed from different circuits within the same rack.

Provide Infiniband Network QDR Switch with the following configuration:
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I) Switch(es) shall be provided with sufficient capacity to connect all management, service, and compute
nodes and an appropriate number of uplinks in accordance with the blocking factor;

2) Switch(es) shall be fully populated with leaf modules (as necessary);

3) Switch(es) shall have redundant management cards (as necessary);

4) Switch(es) shall have hot-swap power supplies and fans;

5) AIlIB switch(es) must have redundant power supplies and power cords to allow them to be connected
to two different PDUs fed from different circuits within the same rack or nearby racks;

6) Switch(es) shall be provided with all cabling and adapters for console access;

7) FDR Infiniband Switch (desirable);

Racks:

1) Racks shall be provided to contain and support all Management, Service and Compute nodes, switches
and KVM and shall be configured with redundant PDUs;

2) Power tails shall be IEC309.
Cable management for all nodes, switches and KVM:

1) All cables for all nodes, switches and KVM must run either within the rack housing the node or
overhead;

2) Overhead cable trays must support and protect the cables;

3) All uplink cables run between the Compute nodes and either the Management network switch or the
Infiniband network switch may be run overhead in the cable tray or under raised floor.

Provide a KVM capability to support all 484 Management/Service/Compute nodes:
1) Ethernet based (desirable);

2) All nodes shall have a dedicated KVM network or connection;

3) Cables and dongles shall be provided to manage all nodes.

Architectural description of a fully configured system, using the required components listed above
configured for optimal performance showing both management and IB network topologies and uplinks and
including a complete mechanical and electrical description with diagrams (Advanced Technology)

The following software shall be supported and the names of a sample software package provided :

1) Software utility performs remote BIOS updates and modifications across all nodes from a central
location;

2) The utility shall operate under Linux;
3} The utility shall enable management of the following for each node:
(a) Power management settings;
(b) C-state settings;
(c) P-state settings;
(d) CPU and Memory performance;
(e) Hyperthreading;
(f) Turboboost;
(g) Serial port settings for console redirection.

Cluster Management software:

1) Cluster Management shall perform “node provisioning”;

2) Cluster Management shall support “versioning” of the software being provisioned to the nodes
(Advanced Technology).

Shared File System (Desirable).

Scheduler software (Desirable).
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3.2.3. Class 3: Container-based Servers

The purpose of this section is to define the specific requirements for the Container-Based Servers. The requirements
stated in this section shall be proposed as a completely integrated solution that would be delivered in a container.
The following hardware and software specifications are required of these Class 3 computer systems over and above,
or in place of the core specifications defined in Section 3.1.

3.2.3.1. Hardware Configurations
This section describes the container system hardware configurations required for Class 3. Two basic

configurations are required: a 3/a container and a 3/b container. For this base system, the configuration is for 3
phase power, an input voltage of 220 V and the environment should be considered ideal; i.e. there are no
extreme environmental conditions to be considered.

All Class 3 containers (Class 3/a and 3/b) shall provide the following minimum capabilities, unless noted as
desirable:

a. Adiabatic/Ambient cooling (i.e., chiller-free);
. 25kW/rack power consumption (desirable);
¢.  Uninterruptible Power Supply (UPS) capacity shall be sufficient to handle transient (10 seconds or
less) power fluctuations and short-term interruptions without disruptions to the equipment in the
container;
d.  UPS capacity shall support orderly shutdown of I'T equipment and cooling in case of complete (long-
term) power disruption;
Highly energy efficient solution with a PUE of 1.3 or better;
a. PUE of 1.1 (desirable);
Emergency Power Off (EPO);
Redundant PDUs;
Cooling shall provide “N+17 redundancy with no single points of failure;
Security shall provide support for electronic entry with logging;
Fire suppression:
a. Comply with NFPA 2001;
b. Provide manual activation at each egress door;
i. Provide abort switches at each egress door (desirable)
k. Air Aspirating Smoke Detection System:
a. Provide a minimum of four alarm levels with the first three alarm levels providing advance
warning of a fire condition;
b.  Provide automatic shutdown of all equipment upon a configurable alarm level (e.g., automatic
shutdown activated by a level 2 to level 3 alarm transition);
¢. Activation of the fire suppression system upon a level 4 alarm;
d. Contain dry contacts to interface with external fire alarm network.
I. Manual “pull station” by each door with weatherproof fire alarm horn and strobe light on the container
exterior;
m. Monitoring shall be provided for all container alarms, power, temperature, and humidity and shall be
accessible remotely and support alerting/paging functions such as via a Nagios server;
n.  Built-in facility and environmental monitoring and controls with automated programmable transition to
safe-mode in case of unexpected anomalies;
Remote management capabilities (desirable);
Converged networks (desirable);
Single point utility connection;
Internal lighting shall provide normal and emergency lighting with exit lighting above all egress doors;
a. In-floor path lighting (desirable);
Inter